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The distinguished features of machine learning (ML) based modeling provides a deep 
insight pertaining to the prediction of total dissolved solids (TDS) in produced water 
(PW).  The current study investigates the predictive performance of  Linear 
Regression (LR) model and Time Series Forecasting (TSF) for modeling yearly TDS. 
The USGS and CLIENT datasets were used for the models training and testing. The 
results were evaluated using various performance and accuracy indicators such as 
RMSE, MAE, and MSE. The model outcome indicated that both Linear Regression 
and Time Series Forecasting are reliable techniques in predicting TDS. 

Abstract

Method

• The Permian Basin Data from USGS database consists of 46,268 data points, 
containing information on sample location, pH, resistivity, conductivity, and 
various constituents such as TDS, cations, and anions for produced water from 
58,706 oil and gas wells.

• The CLIENT database is a compilation of produced water geochemical analysis 
(WA) reports from 2003 to 2018 collated from 45 oil and gas companies consisting 
of  34,924 data points. 

• Figure(1) displays the statistical parameters of each variables used in the model. The 
parameters include mean, standard deviation, min value, and max value, etc.

Data
Linear Regression: The results for Linear Regression are presented in visualization in 
Figure 2 for predicting TDS in the USGS dataset with a satisfactory estimated output. 
The MAE and RMSE values were found to be (0.541) and (0.3) for the predicted 
values of TDS (y_pred) and the testing values of TDS (y_test) respectively. The 
visualization results shows the declining accuracy drawback of regression-based 
modeling techniques. . The values of MAE and RMSE range from zero to infinity and an 
acceptable value will be closer to zero and less than one.   

Time Series Forecasting: The results of the ARIMA algorithm are presented in the 
visualization in Figure (3) for predicting the forecast of TDS in the CLIENT dataset 
with a satisfactory estimated output. The MFE and wMAPE values were found to be 
(0.127) and (1.4%) for the predicted values of TDS (y_pred) and the testing values of 
TDS (y_test) respectively. The visualization results show how the data is sampled by 
year and how the future years are sampled and forecasted.   

Discussion and Results 

Linear Regression and Time Series Forecasting models are presented in this study to 
predict future values of TDS in PW using the values of Ca, Cl, and Na. These models 
have the capability to predict TDS values given the set of constituents. Moreover, the 
performance of Time Series Forecasting model turned out to be the most accurate due 
to the additional feature variables and parameter tuning that provides relevant 
information leading to an increase in forecasting precision. The modeling techniques 
applied in this study could assist engineers in developing an effective strategy for 
effective management, treatment and designing of treatment technology. 

Conclusion

Model Building Process: 
1. Import the Libraries and Dataset
2. Data Preprocessing (Imputation, Feature Selection)
3. Split the Dataset

a. Split the dataset into a 70:30 % ratio
b. Training set: a subset of the entire data 70% (TDS, Na, Ca, and Cl)
c. Testing set: a subset of the whole data 30% (TDS, Na, Ca, and Cl)    

4. Build the Model
a. Identify and set the dependent variable (y) in the model (TDS)
b. Identify the independent variables (X) in the model (Ca, Cl, Na) 
c. Fit the training set to the model 
d. Fit the model in the test set to predict TDS values 

5. Evaluate the Performance and Accuracy of the Model
6. Parameter Tuning
7. Visualize the actual test data and predicted data

Models and Accuracy Test

.

Models:
1. Linear Regression: The goal is to predict a dependent variable (y) based on a 

given independent variable (X). The USGS dataset was used. 
Y: Dependent Variable 
A: Population Y Intercept
Beta1: Population Slope Coefficient
X1: Independent Variable

Equation (1) Mathematical form of Linear Regression
The best performance and accuracy test for the Linear Regression model include:
Mean Absolute Error (MAE): A measure of errors between paired observations, in 
this study it is the difference between the predicted value and the actual value. 

Equation (2) Mathematical form of MAE
Root Mean Squared Error (RMSE): Is the standard deviation of the residuals. 
Residuals are a measure of how far the actual values are from the regression values.

Equation (3) Mathematical form of RMSE

2. Time Series Forecasting: Will make predictions and forecast predicted values 
based on historical time stamped data. The model chosen for this study to forecast 
TDS is Autoregressive Integrated Movement Average (ARIMA). Each component 
in the ARIMA model is specified as a different parameter in the model which are 
(p, d, q).  The CLIENT dataset was used. 

AR: Autoregression uses the dependent relationship between observation and some 
number of lagged observations. (p) is the amount of lag observations included in the 
model. 
I: Integrated is the use of differencing of raw observations to make the time series 
stationary. (d) is the number of times that the raw observations are differenced. 
MA: Moving Average uses the dependency between an observations and a residual 
error from a moving average model applied to a lagged observation. (q) is the size of 
the moving average window.  

Equation (4) Mathematical form of ARIMA
The best performance and accuracy test for Time Series Forecasting model are:
Mean Forecast Error: Is the calculated mean of difference between an observed 
values (X) and the predicted values (y) at a specific time-period (t). 

Equation (5) Mathematical form of Mean Forecast Error
Weighted Mean Absolute Percentage Error (wMAPE): Gives a percentage score of 
how forecasts deviate from the actual values. The weighted overcomes the infinite error 
issue of the standard MAPE method. 

Equation (6) Mathematical form of Weighted Mean Absolute Percentage Error

Visualization of Models
Time Series Linear Regression

Figure(1) Statistical Parameters 

Figure (2) Data Table and Distribution of Time Series Forecasting Figure (3) Data Table and Distribution of  Linear Regression
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